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2. MEGA
Masked generative modeling enables efficient single- and 
multi-output predictions by leveraging a tokenized latent 
representation of human meshes.

1. Motivation
Human mesh recovery from a single image is highly ambiguous, as 
an infinite set of predictions match the 2D observations equally.

4. Deterministic mode
MEGA can be used as a single-output HMR model by predicting all 
tokens simultaneously given an image and a fully-masked 
sequence of human mesh tokens.

5. Stochastic mode
We can generate diverse human meshes iteratively. MEGA is then a 
multi-output HMR method.

The iterative process can be visualized as follows:

The diversity in prediction can be interpreted as a measure of the 
per-vertex uncertainty:
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● Single-output methods overlook the ambiguity and focus on 
high accuracy and efficiency.

● Multi-output methods propose diverse solutions given an 
image but are less accurate when making a single prediction.

We compare MEGA to single-output methods on in-the-wild 
datasets without finetuning on the 3DPW dataset.
MEGA is also SOTA on the occlusion dataset 3DPW-OCC despite not 
being designed specifically to handle occlusions.

● MEGA is first pre-trained for masked token prediction on a 
large-scale motion capture dataset without paired images → 
random human mesh generation.

● Then, MEGA is fine-tuned for the same task but with 
additional conditioning from RGB  images → HMR.

● In both training stages, only the cross-entropy loss is used.

MEGA relies on Mesh-VQ-VAE, an autoencoder that represents a 
human mesh as a sequence of 54 tokens.


